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Abstract
Procrastination is prevalent in people’s daily lives. Em-
pirical studies of procrastination have identified various
contributing factors, including temporal discounting, per-
fectionism, and time pressure. Models of procrastina-
tion, however, have only considered temporal discount-
ing and have ignored other factors. Also, they assume
that people make a binary choice between working and
delaying, which ignores the fact that people often also
decide the amount of effort they put into their work. We
bridge this gap by using reinforcement learning theory to
re-examine procrastination. Our model predicts two sce-
narios in which a rational agent chooses to procrastinate:
one is that people delay working until the last minute if
their cost is sensitive to increases in effort when it is low,
and another is that people do not work at all if they pur-
sue perfection under time pressure. Our model raises
questions about the common notion that procrastination
is necessarily irrational, and suggests several experimen-
tal tests.
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Introduction
Procrastination is ubiquitous and is especially prevalent in
academic tasks (Solomon & Rothblum, 1984). For example,
graduate students delay writing their thesis and rush in the
end. As often happens when a common-language term be-
comes the object of scientific study, there are multiple defini-
tions of procrastination. However, they all agree on one es-
sential element, namely delay in working.

Despite many empirical studies on procrastination (Steel,
2007), theories of procrastination fall short of explaining all
aspects of procrastination behavior. First, they simplify ac-
tions as binary: either working or not working (O’Donoghue
& Rabin, 1999). However, in daily life, when we work, we
also decide how much effort we put into our work. For exam-
ple, one might gradually work more each day as the deadline
approaches. Second, the central idea of existing theories of
procrastination is that future reward is temporally discounted
(O’Donoghue & Rabin, 1999; Steel & König, 2006). This idea
explains impulsiveness – spontaneity and a tendency to act
on a whim – as one factor in procrastination. However, impul-
siveness is not the whole story. Surveys have revealed that
many other personality traits as well as task properties are

correlated with procrastination (Steel, 2007). In this paper, we
highlight the roles of perfectionism (Frost, Marten, Lahart, &
Rosenblate, 1990) and time pressure (Ferrari, 2001). People
with perfectionism tend to set excessively high standards for
their performance and evaluate their behavior overly critically
(Flett & Hewitt, 2002). Time pressure is a type of psycholog-
ical stress that occurs when a person has less time available
than is necessary to complete a task (Maule, 1993). The cur-
rent theories are unable to explain how these factors affect
procrastination.

Third, procrastination is often considered to be irrational
and a failure of self-regulation (Akerlof, 1991), but the crite-
ria for rationality and successful self-regulation are not well-
defined. Moreover, is it possible that procrastination is rational
under certain circumstances?

To address these issues, we use reinforcement learning
theory to study procrastination from a computational perspec-
tive. In our model, the agent not only decides to work or de-
lay on a given day, but they also decide the amount of effort
they want to make. The model incorporates perfectionism and
time pressure as factors, and predicts a novel relevant factor,
namely the form of the cost function. The model further pre-
dicts that procrastination is rational in two situations.

Model
We assumed discrete time; we arbitrarily refer to the unit of
time as a day. We denote by T the total number of days pro-
vided to complete the task (deadline). The smaller T , the
higher the time pressure. The agent chooses an action on
every day from 1 to T . We define the task state s as the pro-
portion of task completion (between 0 and 1).

Reward Associated with s is a reward. We assume a power-
law relationship between reward and task completion:

R(s) = sβ.

Despite this simplicity, this relationship has the potential to
capture aspects of perfectionism – a personality trait charac-
terized by overly critical evaluation on the work. When β is
large, the agent is a perfectionist: they only feel satisfied when
the work is (nearly) perfect, with β→ ∞ being all-or-nothing
(Fig 1A).

Reward Schedule We consider two reward schedules,
which we believe are representative of real-world situations.
The first reward schedule is delayed reward, where the agent
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does not receive any external reward until T +1. For example,
homework is only graded until one day after the deadline. We
formalize the reward schedule as follows:

rt =

{
0 when t < T +1
R(sT+1) when t = T +1

(1)

where t = 1,2, ..,T,T +1 (Fig 1B).
The second reward schedule represents another common

scenario where the agent receives instantaneous reward.
For example, the agent is internally driven by making progress
on the task, so they receive instantaneous reward whenever
s increases. A real-life example would be a student feels re-
warded immediately when they write a chapter of their disser-
tation. We formalize the reward schedule as (Fig 1C)

rt = R(st+1)−R(st). (2)

Effort Cost Working on a task requires the agent to in-
vest mental effort, and such effort is costly (Kool & Botvinick,
2018). We assumed that the cost function follows a power law,

C(a) = c1aλ, (3)

where a denotes the amount of effort. c1 > 0. When λ > 1,
the cost function is convex: increasing cost is associated with
successive increments in effort (Fig 1D) (Navon & Gopher,
1979; Glimcher & Fehr, 2013). When λ < 1, the cost func-
tion is concave: the cost is relatively sensitive to increases in
effort when it is low, but not when it is high (Fig 1D) (Kool &
Botvinick, 2018).

Optimal Policy In a state s, at time t, the goal of the agent
is to maximize the sum of the task reward gained by making
progress, and discounted value of the next state. Meanwhile,
the agent needs to minimize the effort cost. To reach this
goal, the optimal policy is derived from the Bellman equation
(Bellman, 1957).

If the agent chooses not to work (a = 0), then they stay in
the same state, and the value of the state-action pair is

Qt(s,a = 0) = rt + γ Vt+1(s), (4)

where the value of s is specified as

Vt(s) = max
a

Qt(s,a). (5)

γ is the discount rate, which determines how much the state
value is discounted on the next day (γ ∈ [0,1)). The larger
γ, the more the agent takes future value into account. In in-
stantaneous reward condition, as the state does not change,
rt = 0 for all the days (rt is given by equation (2)) (Fig 1C).

By contrast, if the agent decides to work (a > 0), then the
agent moves the task forward to a new state s′, and pays effort
cost immediately. The value of the state-action pair is

Qt(s,a > 0) = rt −C(a)+ γ Vt+1(s′). (6)
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Figure 1: Functions and model. (A) reward as a function of
task state. (B) Form of cost function (either concave or con-
vex). (C) Model in delayed reward condition. The reward re-
ceived at deadline T is marked in green. (D) Model In instan-
taneous reward condition.

Here we assumed a simple deterministic linear relationship
between s and s′, i.e., s′ = s+a: every additional unit of effort
adds a fixed amount of progress.

Qt(s,a) is derived from solving the Bellman equation using
dynamic programming. Policy consists of the amount of effort
made on each day. The optimal policy maximizes Qt(s,a) on
each day:

πt(s) = argmax
a

Qt(s,a). (7)

Net Utility We evaluate the optimal policy with net utility,
which is the reward the agent has gained at the end of the
task minus the total effort cost.

Unet = R(sT+1)−
T

∑
t=1

C
(
πt(s)

)
. (8)

Results

We define procrastination as delay in working before task
completion, i.e., a = 0 when s < 1. We explored the param-
eter space in our model to look for procrastination behavior
in the optimal policies. We further explored the effect of task
properties (two reward schedules and total time T ), and of
parameters λ,β,γ, which might represent cognitive and per-
sonality traits of an agent (table 1). We found two patterns
of procrastination: 1) binge working if the agent’s mental cost
is sensitive to increases in effort when it is low (i.e., concave
cost function), and 2) not working at all if the agent strives for
perfection under high time pressure.
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Table 1: List of parameters and their psychological interpreta-
tions.

parameters psychological interpretations
λ convex versus concave cost function
β level of perfectionism
γ reward discount rate
rt delayed or instantaneous reward
T total time (time pressure)

Binge Working If an agent has a concave cost function (λ<
1), they only work for one day (binge working), regardless of
their discount rate, their perfectionism level, and the total time.
On which day they choose to work dependents on the reward
schedule. The agent only works on the first day if they receive
reward instantaneously, whereas if the reward is delayed, they
only work on the last day (last-minute worker) (Fig 2A first
row). They do not work until the last day and finish all work on
that day.

Binge working is the optimal policy for an agent with a con-
cave cost function. Intuitively, for an agent whose effort cost
is very sensitive under low effort, it is costly for them to divide
their effort across days instead of expending their total effort
in one day.

We illustrate this optimality by comparing the net utility be-
tween the optimal policy and three alternative suboptimal poli-
cies (Fig 2A second to fourth row). The optimal policy in-
deed has the greatest net utility. Separating the total effort
into pieces, for example two halves, is more costly and results
in having lower net utility (Fig 2A second row).

Not Working at All For an agent with a convex cost function
(λ> 1), we first explore whether or not they procrastinate even
if they do not discount future reward (γ→ 1). When γ→ 1, the
optimal policy is the same in both delayed and instantaneous
reward conditions.

If the total time is limited, the optimal policy for an agent with
high perfectionism (β > λ > 1) is to not work at all (Fig 2B bot-
tom row in right panel, no work when T < 4). Intuitively, if the
agent receives little reward before task completion, and mean-
while has less time available than necessary to complete the
task, they should not even start. We again illustrate this opti-
mality by comparing the net utility between the optimal policy
(Fig 2C first row) and three alternative suboptimal policies (Fig
2C second to fourth row). The net utility of not working at all
is 0, but is negative for other policies, including working a little
bit for one day, working a lot for one day, and working steadily.

Next we considered the case where an agent (still with
λ > 1) discounts future reward (γ < 1). We found that an
agent who discounts future reward to a lesser degree (larger
γ) are more tolerant of time pressure, whereas an agent who
discounts future reward to a greater degree (smaller γ) are
sensitive to time pressure in both reward schedules (Fig 2B
right panel). For example, in the delayed reward condition,
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Figure 2: Model predictions. (A) First row: an example of the
optimal policy (marked with green box) for a last-minute agent.
Second to the fourth row: alternative suboptimal policies. (B)
Top row: policy of not working at all; Second to the fourth row:
alternative suboptimal policies. (C) Right panel: the effect of
time pressure, temporal discounting, and reward schedule on
an agent with a convex cost function as well as perfection-
ism. Left panel: Illustration of the policies corresponding to
the different conditions in the right panel (the correspondence
is marked by colors).

when T = 5, an agent with γ > 0.5 will choose to work, but
those with γ < 0.5 will choose not to work at all. An extreme
case is that when the discount rate is below some threshold,
the agent chooses not to work, even when given infinite time.
This discount rate threshold is lower in the instantaneous re-
ward condition than the delayed reward condition (Fig 2B right
panel, the threshold is γ = 0.4 in the delayed reward condition
and γ = 0.3 in the instantaneous reward condition). Moreover,
given the same γ, an agent who receives instantaneous re-
ward are more tolerant of time pressure than an agent who
receives delayed reward.

Discussion

We applied reinforcement learning theory to examine pro-
crastination quantitatively. Two patterns of procrastination are
found in a rational agent: binge working and not working at all.
Moreover, our model also predicts multiple qualitatively differ-
ent policies in non-procrastinators: 1) increase in the amount
of effort as the deadline approaches (Fig 2B left panel second
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row), 2) working steadily (Fig 2B left panel third row), and 3)
transient working (a great amount of effort made in the middle
and lower effort early and late (Fig 2B left panel fourth row).
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Figure 3: (A) The effect of discount rate on net utility received
by an agent with a convex cost function as well as perfec-
tionism, in delayed reward condition (left panel) and instan-
taneous reward condition (right panel) respectively. (B) The
effect of level of perfectionism on net utility for an agent with a
convex cost function and γ→ 1. The effect stays the same be-
tween the delayed reward and the instantaneous reward con-
ditions.

The model predicts that a rational agent with certain cogni-
tive and personality traits chooses to procrastinate under cer-
tain task conditions. Can they obtain higher net utility if they
change their traits? To address this question, we tested three
traits in our model separately. First, we studied how discount
rate influences net utility, particularly on an agent with a con-
vex cost function as well as perfectionism. We found that peo-
ple who discount future reward less (larger γ) obtain higher
net utility in both delayed and instantaneous reward condi-
tions, given all different total time (Fig 3A). In other words,
a rational agent obtains higher net utility if they extend their
temporal horizon. Second, we tested how the level of perfec-
tionism (β) affects net utility. Under low time pressure, the net
utility stays the same across different levels of perfectionism,
whereas, under high time pressure, people with a higher level
of perfectionism obtain lower net utility (Fig 3B). This result
suggests that, under time pressure, a rational agent should
lower their level of perfectionism to obtain higher net utility. Fi-
nally, given enough time, an agent with a convex cost function
often obtains higher net utility than an agent with a concave
cost function. The reason is that, the net utility received by an
agent with a concave cost function is independent of the total
time, whereas an agent with a convex cost function obtains
higher net utility when the total time increases (Fig 3).

Our model predicts multiple qualitatively different policies,
which are in principle experimentally testable. We can change
the task condition (reward schedule or total time) to see if an
agent changes their policy according to the model predictions.
Also, we can compare the policies across people with concave
versus convex cost functions, different levels of perfectionism,
or discount rates.

This preliminary model can be improved in several aspects.
First, we only considered two reward schedules where re-
ward comes either at the very end or along the way. In daily
life, we often receive rewards in a mixed schedule. Also, we
assumedd a deterministic state transition for simplicity. This
state transition could be instead stochastic. Finally, the map-
ping from effort to progress sometimes depends on task state,
for instance, writing a paper: even though we make the same
amount of effort, we might make very little progress in the be-
ginning, but much more progress later. Nevertheless, this sim-
ple model is a basis for quantitatively examining procrastina-
tion.
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